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Abstract In a continuing effort to further explore the use of

the average local ionization energy I rð Þ as a computational

tool, we have investigated how well I rð Þ computed on
molecular surfaces serves as a predictive tool for identifying
the sites of the more reactive electrons in several nonplanar
defect-containing model graphene systems, each containing
one or more pentagons. They include corannulene (C20H10),
two inverse Stone-Thrower-Wales defect-containing struc-
tures C26H12 and C42H16, and a nanotube cap model C22H6,
whose end is formed by three fused pentagons. Coronene
(C24H12) has been included as a reference planar defect-free
graphene model. We have optimized the structures of these
systems as well as several monohydrogenated derivatives at

the B3PW91/6-31G* level, and have computed their I rð Þ on
molecular surfaces corresponding to the 0.001 au, 0.003 au
and 0.005 au contours of the electronic density. We find that
(1) the convex sides of the interior carbons of the nonplanar
models are more reactive than the concave sides, and (2) the

magnitudes of the lowest I rð Þ surface minima (the IS;min )
correlate well with the interaction energies for hydrogena-

tion at these sites. These IS;min values decrease in magnitude
as the nonplanarity of the site increases, consistent with

earlier studies. A practical benefit of the use of I rð Þ is that
a single calculation suffices to characterize the numerous
sites on a large molecular system, such as graphene and
defect-containing graphene models.

Keywords Average local ionization energy . Defect-
containing graphene model . Corannulene . Inverse Stones-
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Hydrogenation

Introduction

The average local ionization energy I rð Þ was introduced in
1990 by Sjoberg et al. [1] as a means of identifying and
ranking the sites of the more reactive electrons in a molec-

ular system. I rð Þ is given by Eq. (1):

I rð Þ ¼
P

i
ρi rð Þ "ij j
ρ rð Þ ð1Þ

In Eq. (1), ρi(r) is the electronic density of orbital i,
having energy εi, at the point r of interest; ρ(r) is the total
electronic density of the system. The summation is over all
occupied orbitals.

Within the framework of Hartree-Fock formalism, and

with the support of Koopmans’ theorem [2, 3], I rð Þ can be
interpreted as the energy required to remove an electron
from the system at the point r. The focus is on the point in
space r, relevant to chemical reactivity, which is local, i.e.,
site-specific, rather that upon a particular orbital. Equation
(1) can also be applied within the context of density func-

tional theory [4]; the magnitudes of the Kohn-Sham I rð Þ
differ from the Hartree-Fock but the trends are generally
similar.

The highlight of the first application of I rð Þ was that,

when computed on an appropriate molecular surface, I rð Þ
accounted for both the qualitative identification of the reac-
tive carbons on a particular substituted aromatic and the
quantitative ranking of these sites among the series of
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C6H5X molecules, as evidenced by an excellent correlation

with the Hammett constants [1]. The further use of I rð Þ in
studies involving chemical reactivity was subsequently ex-
plored in a series of papers [5–9]; these included studies

examining the ability of I rð Þ to correlate with protonation
enthalpies and pKa values, in azines and azoles [6] and in
first-row acids [7, 8]. Its ability to show the shell structure of
atoms was identified already in 1991 [10], and its effective-
ness as a means of obtaining a relative scale of atomic
electronegativities has been demonstrated more recently

[11, 12]. In the 22 years since the introduction of I rð Þ as a
computational tool, its applications have grown, as reviewed
by Politzer et al. [13, 14].

One of the important realizations regarding the use of I rð Þ
as a computational tool in studies of sites for electrophilic
attack was noted in 1993 by Brinck et al. [13] in a study
exploring the pKas and protonation enthalpies of the first
through third row Group V–VII hydrides. It was found that

I rð Þ is used most successfully in a complementary manner
with the electrostatic potential V(r) [15, 16], with V(r)
dominating the approach of reactants to one another and

I rð Þ governing the location for the possible reaction between
electrophile and electrophilic site. The use of both V(r) and

I rð Þ is particularly important when comparing atoms from
different rows of the periodic table [15, 17]. However, in
studies comparing similar atoms, such as carbons in poly-
cyclic aromatic hydrocarbons [18], model graphene systems
[19, 20], and model carbon nanotubes [21, 22], the exclu-

sive use of I rð Þ has been shown to be effective in determin-
ing reactive sites.

A useful feature in the utilization of I rð Þ for identi-
fying regions within molecular systems with reactive
electrons, particularly in studies of large frameworks,
is that one calculation suffices to characterize multiple
sites in the same system [18–22]. This is in comparison
to performing tens to hundreds of calculations to obtain,
for example, interaction energies at the various sites on
a large framework. Recent applications exploiting this

time-efficient and practical feature of I rð Þ include its use
in finding the favored sites for: (1) first hydrogenation
and fluorination on a Stone-Wales defect-containing
(5,5) model carbon nanotube [21]; (2) the first and
second hydrogenation and fluorination in graphene mod-
el systems (such as coronene, C24H12, 1) [20]; and (3)
second chlorination on a (5,5) carbon nanotube model
system [22].

In the present study, we are extending our analysis of

I rð Þ of large carbon frameworks to defect-containing
model graphene systems 2 (corannulene, C20H10) and
3 (C26H12), shown above and in Fig. 1, and 4
(C42H16) and 5 (C22H6), given in Fig. 2. Systems 2–5
differ from pristine graphene models such as 1 in that
each has one or more pentagons in its framework and
subsequently is nonplanar. Corannulene, 2, is simply a
pentagon with five hexagonal rings fused to it [23–25];
since it can be viewed as being part of fullerene (C60),

it is often called a “bucky bowl” [26]. Compounds 3
and 4 are models containing the inverse Stone-Thrower-
Wales defect [27–29]: two fused pentagons that are then
fused to two heptagons [30]; 5 can be viewed as a
nanotube cap with three fused pentagons at its end
and alternating pentagonal and hexagonal rings along
its sides [31]. The presence of pentagons and heptagons
can be viewed as structural defects. We included coro-
nene (1) in our analysis to serve as a reference point for
graphenic-like carbons [20, 32–35].

Framework of
coronene (C24H12), 1

Framework of
corannulene (C20H10), 2

Framework of
C26H12 (3)
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We attached a hydrogen computationally to some of the
interior carbon sites of 1–5, including both sites on the
convex (outer) and concave (inner) sides of 2 and 3. Our
overall objectives were to assess the effectiveness of I rð Þ in
(1) finding the most reactive carbon(s) within a particular
carbon system (i.e., 3) and (2) ranking the most reactive
sites within a series of systems (i.e., 1–5). We also looked at
possible second hydrogenation sites on these systems.

Methods

We carried out geometry optimizations of 1–5 and some
monohydrogenated derivatives of 1–5 at the B3PW91/6-
31G* level using Gaussian 09 [36]. Gaussian 09 wavefunc-
tion files have served as input for the Wave Function Anal-
ysis–Surface Analysis Suite (WFA-SAS) [37], used for

computing I rð Þ for 1–5 and their most stable monohydro-
genated derivatives.

In using I rð Þ to analyze reactive behavior, it is typically

computed on the surface of the molecule and labeled IS rð Þ.
The surface has often been taken to be the 0.001 au (electrons/
bohr3) contour of the molecule’s electronic density, as pro-

posed by Bader et al. [38]. The points at which I rð Þ has its
lowest values are of particular interest; these are designated as

IS;min and are indicative of the locations of the least-tightly-
bound, most reactive electrons [1, 14]. In this study, we have

computed IS rð Þ on molecular surfaces corresponding to the
0.001 au contour of the electronic density.We have in addition

provided some comparisons to IS rð Þ computed on 0.003 au
and 0.005 au surfaces.

We attached hydrogens at selected interior carbons of 1–5
that have IS;min; these hydrogenated structures are designat-
ed 1H, 2H, 3H, 4H and 5H. The interaction energies for
their formation are given by

ΔE 1H; 2H; 3H; 4H or 5Hð Þ ¼ E 1H; 2H; 3H; 4H or 5Hð Þ
� E 1; 2; 3; 4 or 5ð Þ � E Hð Þ

ð2Þ

in which the terms correspond to energy minima at 0 K.

Results

Nonfunctionalized systems 1–3

The optimized B3PW91/6-31G* C-C bond lengths of 1–3
are given in Table 1 along with the positions and values of

the IS;min found on the 0.001 au molecular surfaces of 1–3.

We will look first at the structures and then at the IS rð Þ data.
In planar coronene (1), for which the interior carbons

have been taken in earlier studies as models for pristine
graphenic carbons [20, 32–35], the C1–C1, C1–C2 and C2–
C3 bonds range from 1.419 Å to 1.425 Å, bracketing the
experimental 1.420 Å of graphene [39]. The peripheral C3–

Fig. 1 Molecular frameworks
of corannulene (2) (left) and
inverse Stone-Thrower-Wales
defective graphene model 3
(right)

Fig. 2 Molecular frameworks
for inverse Stone-Thrower-
Wales defective graphene mod-
el 4 (left) and nanotube cap
model 5 containing three central
fused pentagons (right)
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C3 bonds are, however, 1.371 Å, indicating considerable
double bond character [40]. The presence of a pentagonal
ring in corannulene (2) and two fused pentagonal rings and
the adjoining heptagonal rings in inverse Stone-Thrower-
Wales defect-containing model 3 introduces more variation
in the computed C–C bond lengths, with the five central C1–
C1 bonds in 2 and the C1–C1 bond in 3 shortened relative to
those of 1 (1.425 Å) to 1.414 Å and 1.389 Å, respectively.
The peripheral C3–C3 bonds in 2 and the C5–C6 and C8–C8

bonds in 3 are similar to those of 1, again indicative of
significant double bond character.

Looking next at the IS;min of 1–3 in Table 1 and plots of

IS rð Þ for 2 and 3 shown in Figs. 3 and 4 brings out the fact
that the nonplanar 2 and 3 have nonequivalent convex
(outer) and concave (inner) sides, which exhibit differing

site reactivities, unlike the planar 1 for which the IS rð Þ of
both sides is the same [20]. Figures 3 and 4 and Table 1
show the general feature that the convex sides of 2 and 3
have more reactive electrons (lower IS;min ) in the interior
regions than do the concave sides. Perhaps the most striking
difference between the two sides of 2 and 3 is that the C1

carbons show no IS;min on the concave side. Compound 3

does have IS;min at positions C2 and C3 of its concave side;

the magnitudes of these IS;min are, however, higher than the

graphenic-like C1 carbons of 1. The C1 IS;min on the planar or
convex sides of 1–3 decrease from ∼9.9 eV in 1 to ∼9.2 eV in
2 to ∼8.1 eV in 3, indicating an increase in the reactivities of
the electrons at these sites in going from 1 to 3.

Systems 1–3 each have IS;min associated with their pe-
ripheral shorter C–C bonds, consistent with earlier studies

showing IS;min for C–C bonds having partial or full double
bond character [14, 18–22]. Since our interest is in the more
graphenic-like carbons of model systems 1–3, we will focus
on the interior sites in the remainder of this study.

Identification of sites for first hydrogenation

Interior carbon sites of 1–3

In earlier studies of large carbon framework systems, includ-
ing graphene models coronene 1 and C54H18 [20], a Stone-
Wales defective (5,5) nanotube model [21] and a chlorinated
pristine (5,5) nanotube model [22], we have shown that the
most favorable sites for hydrogenation, fluorination or further
chlorination, as measured by the reaction energies, tend to be

those bearing IS;min. In view of this finding, Table 2 lists the

IS;min for the interior carbons of 1–3 and the reaction energies
at 0 K for hydrogenation at these sites.

Table 1 Computed bond lengths and IS;min values (at the 0.001 au contour of the electronic density) for the carbons of nonfunctionalized systems
1–3. IS;min values for both the convex and concave sides of 2 and 3 are listed

1
1

2
3

1

2
3

2
1

2
3

4 6

7

8
3

5

Molecule Bond Length (Å) Planar sides Convex side Concave side

Position S,minI (eV) Position S,minI (eV) Position S,minI (eV)

1 C1-C1 1.425 C1 9.89
C1-C2 1.419 C2 9.89
C2-C3 1.422 C3-C3 8.98
C3-C3 1.371

2 C1-C1 1.414 C1 9.24 C1 none
C1-C2 1.383 C3-C3 8.85 C3-C3 8.95
C2-C3 1.445
C3-C3 1.388

3 C1-C1 1.389 C1 8.08 C1 none
C1-C2 1.428 C4 9.13 C2 10.21
C2-C3 1.419 C7 9.63 C3 10.09
C3-C4 1.394 C5-C6 8.95 C5-C6 9.05
C4-C5 1.430 C8-C8 8.80 C8-C8 8.98
C5-C6 1.389
C6-C7 1.437
C7-C8 1.460
C8-C8 1.375
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Our computed B3PW91/6-31G*ΔE for hydrogenation at C1

of coronene (1), −14.5 kcal mol-1, compares well with values
obtained in earlier studies carried out at higher computational
levels (which range from −13.6 kcal mol-1 to −15.1 kcal mol-1)

[20, 33, 35]. We find that as IS;min of C1 decreases in going from
1 to 2 to 3, theΔE for hydrogenation at those sites becomemore
negative; ΔE for hydrogenation at C1 on the convex sides of 2
and 3 are −48.0 and −60.1 kcal mol-1, respectively.

A point of interest is that if a hydrogen is attached to C1 on

the concave side of 2 or 3, a position that does not have anIS;min
in either model, then the optimization of each proceeds with an
inversion of the structure to yield a product with the hydrogen
on the convex side of the system; see 2H and 3H in Fig. 5.

However, hydrogenation at the sites of theIS;min on the concave
side of 3 (C2 and C3) yields structures with hydrogens attached
to the concave surface, withΔE of −14.2 and −8.0 kcal mol-1,
respectively. The latter are similar or less than for hydrogena-
tion of C1 in coronene. Overall, the trends in the ΔE follow

those of the IS;min.

C1 sites of 1–5

The data in Table 3 explore further the relationship between

our computed IS;min at C1 of 1–5 and the energies of

hydrogenation at the sites of these IS;min . Figure 6 shows

that the most reactive carbons in the larger inverse Stone-
Thrower-Wales defect-containing model 4 are predicted to
be the C1 carbons, as was found for the smaller model 3;
these predictions are consistent with those of by Lusk et al.
[29] for inverse Stone-Thrower-Wales defect-containing
graphene models. In 5, the central carbon C1 is found to
be the most reactive (Table 3), in agreement with an earlier
study pointing out that the regions of most negative electro-

static potential and lowest IS rð Þ of a (6,0) nanotube model
with a cap structure containing model 5 are associated with

C1 [31]. As noted in the last section, we see that, as IS;min

decreases in magnitude, the ΔE become more negative. In

fact, there is a good linear correlation between IS;min andΔE
for the systems 1–5, with linear correlation coefficient R0
0.958.

In Table 3, we use the sums of the C–C1–C angles in 1–5
as measures of the systems’ planarities. The sum would be
360° for perfect planarity, as we find in coronene (1) before
hydrogenation. Table 3 shows that the C1 IS;min decrease in
the same order as do the sums of the C–C1–C angles,
indicating that these sites become more reactive as the local
planarity decreases, consistent with earlier studies [21, 30,
31, 41, 42].

Since IS rð Þ data pertain to the systems 1–5 prior to

reaction, our IS;min cannot reflect factors that may result

Fig. 4 Computed IS rð Þ on the
0.001 au molecular surface of
inverse Stone-Thrower-Wales
defect-containing model 3. Left
view Convex surface, right view
concave surface. Color ranges
(eV): blue < 9.5; green 9.5–
11.0, yellow 11.0–12.0, red
> 12.0. The locations of the
IS;min with magnitudes less than
10.5 eV are given by light blue
hemispheres

Fig. 3 Computed IS rð Þ on the
0.001 au molecular surface of
corannulene (2). Left view
Convex surface, right view
concave surface. Color ranges
(eV): blue < 9.5; green 9.5–
11.0; yellow 11.0–12.0; red
> 12.0. The locations of the
IS;min with values less than
9.5 eV are indicated by light
blue hemispheres
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from the reaction, such as additional strain/stabilization,
interatomic repulsion, etc. This has been pointed out earlier
[20, 22]. It is, therefore, perhaps useful to look in Table 3 at
the sums of the C–C1–C angles after hydrogenation at C1.
For each system, this sum is less than before hydrogenation
(also given in Table 3), with the differences in these sums
before and after hydrogenation ranging from 17° to 29°.
While this is a fairly narrow range, it is noteworthy that

the correlation between ΔE and IS;min can be improved by

writingΔE as a function of both IS;min and the sum of the C–
C1–C angles after hydrogenation at C1.

As a point of practical interest, we present in Table 4 a

comparison of the IS;min values at C1 of 1–5 on molecular
surfaces corresponding to the 0.001 au, 0.003 au and 0.005

au contours of the electronic density. The IS;min values
increase for each system as one progresses from the 0.001
au to the higher contours of the electronic density; this
reflects greater contributions from orbitals closer to the
nucleus with orbital energies of greater magnitudes. At the
0.001 au contour of the electronic density, the distances
from carbon C1 to the surface minima are ∼2.0 Å, greater
than the van der Waals radius of carbon (1.70 Å), while at
the 0.003 au and 0.005 au contours, the distances are
∼1.69 Å and ∼1.55 Å, respectively. The trends shown by

the IS;min values of 1 to 5 at the three contours are similar;
this suggests that contours in the 0.001 au to 0.005 au range
will provide realistic surfaces for identification of sites with
the most reactive electrons. In some situations, larger con-
tours of the electronic density that yield surfaces closer to
the nuclei of the molecule may allow better visualization of
sites for second reactions [22].

Finally, we mention that the IS;min values at C1 of 1–5
have contributions from the highest-occupied molecular
orbital (HOMO) ranging from near zero in 1, 4 and 5 to
an average of 20 % in 2 for the highest two degenerate
orbitals and 27 % in 3 for its nondegenerate HOMO. This
raises the question as to how useful frontier orbital theory,
which focuses on the HOMO and the lowest-occupied mo-
lecular orbital (LUMO), will be for predicting reactivity in
models for graphene and defect-containing graphene. The

most reactive interior carbons have higher IS;min values than
do the peripheral C0C bonds in 1 and 2, and lower than the
C0C bonds in 3, 4 and 5. How will frontier orbital theory
handle these different types of models? We are currently
addressing this issue in a systematic manner for a variety of
molecular systems [Bulat FA, Herrera B, Murray JS, Polit-
zer P, in preparation].

Identification of favored second hydrogenation sites

We have included Table 5 to provide some insight into the
effect of first hydrogenation upon further hydrogenation and
to the site-specific preferences for second hydrogenation. In
the case of 1H, it is difficult to identify sites on the side of
the model with the hydrogen [20], which masks some of

them, and so the IS;min data in Table 5 for 1H refer to the side
of the coronene framework opposite to the hydrogen. How-
ever, in the nonplanar models 2–5 this is not a problem,

Table 2 Computed 0.001 au IS;min values for interior carbons of 1–3 and
reaction energiesΔE at 0 K for hydrogenation at the sites of theseIS;min to
form 1H, 2H and 3H. Numbering of sites in 1–3 as in Table 1

Molecular system Site IS;min (eV) ΔE (kcal mol-1)

1 C1 9.89 −14.46

2 Convex C1 9.24 −47.95

3 Convex C1 8.08 −60.06

Concave C2 10.21 −14.19

Concave C3 10.09 −8.03

Fig. 5 Molecular frameworks
for hydrogenated corannulene
2H (left) and hydrogenated
inverse Stone-Thrower-Wales
defective graphene model 3H
(right). The hydrogen in each is
attached to one of the C1

carbons

Table 3 Computed 0.001 au IS;min values at positions corresponding to
C1 of 1 – 5, reaction energies at 0 K for hydrogenation at the sites of
these IS;min , summation of C–C1–C angles before hydrogenation and
summation of C–C1–C angles after hydrogenation. Position of C1

corresponds to the numbering given in Table 1 for 1–3. For 4, C1

corresponds to the carbons that are members of the two fused penta-
gons, as in 3. In 5, C1 is the central carbon

Molecule IS;min (eV) ΔE
(kcal mol-1)

P
C�C1�C

without H

P
C�C1�C

with H

1 9.89 −14.46 360.0 343.3

2 9.24 −47.95 354.0 326.5

3 8.08 −60.06 346.0 317.3

4 8.14 −61.74 347.6 319.5

5 7.49 −83.70 317.5 300.9
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presumably due to the curvature of the region around C1,

which allows one to visualize the adjacent carbon IS;min on
the 0.001 au contour of the electronic density. Since the

convex-side carbon IS;min of 2H–5H are smaller in magni-
tude than are those for their concave sides, as has also been
shown to be the case for 2 and 3 in Table 2 and Figs. 3 and

4, only the convex-side interior IS;min are recorded in
Table 5.

We find that in each system the lowest IS;min correspond
to carbons adjacent to C1. And, except for the case of cap

model 5H, these IS;min are lower in magnitude than the most

reactive interior sites identified by IS;min prior to hydroge-
nation. This suggests that further hydrogenation is favored
for pristine and defect-containing graphene models such as

1H–4H. For 1H and 2H, the lowest interior IS;min corre-
spond to the sites of the two carbons adjacent to C1. This
pattern has been observed for the second hydrogenation and

fluorination of coronene and a larger pristine graphene
model [20] and in the second chlorination of a (5,5)
carbon nanotube model [22], with the larger systems
having the third adjacent carbon also activated. In 1
and 2, these third adjacent carbons are along the perim-
eters, and thus have not been included in Table 5. In

3H and in 4H, the region of lowest IS;min is the site of
the adjacent C1 carbon. In these systems, this second C1

site is the one with the greatest degree of nonplanarity;
the sums of these C–C1–C angles in 3H and 4H are
∼340° compared to ∼359° for the sums of the angles
around the other two carbons adjacent to the carbon
bearing the hydrogen), and from earlier arguments
would be predicted to be the most reactive. Our results
confirm this, as is seen in Table 5 and in Fig. 7 for 4H.
For hydrogenated cap model 5H, the three carbons

adjacent to C1 are those with the lowest IS;min. The fact

that the magnitudes of the IS;min of these adjacent
carbons in 5H are higher than the C1 site in 5 may
be due to these having less curvature than C1.

Fig. 6 Computed IS rð Þ on the convex 0.001 au molecular surface of
inverse Stone-Thrower-Wales defect-containing model 4. Color ranges
(eV): blue < 9.5; green 9.5–11.0; yellow 11.0–12.0; red > 12.0. The
locations of the IS;min less than 9.5 eV are given by light blue
hemispheres

Table 4 Computed IS;min values, in eV, at positions corresponding to
C1 of 1–5 on molecular surfaces corresponding to the 0.001 au, 0.003
au and 0.005 au contours of the electronic density. In parenthesis after
each IS;min value is the distance in Å from the carbon nucleus to the
respective molecular surface. The van der Waals radius of carbon is
1.70 Å

Molecular
system

IS;min (0.001 au) IS;min (0.003 au) IS;min (0.005 au)

1 9.89 (1.97) 10.23 (1.68) 10.42 (1.55)

2 9.24 (1.94) 9.57 (1.66) 9.73 (1.52)

3 8.08 (2.00) 8.44 (1.69) 8.63 (1.55)

4 8.14 (2.04) 8.52 (1.70) 8.71 (1.55)

5 7.49 (1.97) 7.78 (1.69) 7.92 (1.56)

Table 5 Computed 0.001 au IS;min values for the most reactive interior
carbons of the monohydrogenated systems 1H–5H, where the hydro-
gen is attached to one of the C1 carbons in parent systems 1–5. Ca

refers to an interior carbon adjacent to C1

Molecular system Side Position IS;min (eV)

1H Opposite to H Ca,interior (ortho) 9.17

2H Same side as H Ca,interior 9.04

3H Same side as H Ca (other C1) 7.60

4H Same side as H Ca (other C1) 8.02

5H Same side as H Ca 7.78

Fig. 7 Computed IS rð Þ on the convex 0.001 au molecular surface of
hydrogenated inverse Stone-Thrower-Wales defect-containing model
4H, with the hydrogen attached to one of the central carbons fusing the
two pentagons. Color ranges (eV): blue < 9.5; green 9.5–11.0; yellow
11.0–12.0; red > 12.0. The locations of the IS;min less than 9.5 eV are
given by light blue hemispheres
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Summary

Our objectives in this study have been both general and

specific: (1) to further explore the use of I rð Þ in its third
decade of use as a computational tool in identifying sites in
molecular systems with reactive electrons, and (2) to spe-

cifically study how well I rð Þ computed on molecular surfa-
ces can predict the sites of reactive electrons in nonplanar

defect-containing model graphene systems. I rð Þ is computed
easily on molecular surfaces defined by outer contours of
the electronic density, such as the 0.001 au, and such surface

representations, labeled IS rð Þ, allow one to look at all sites
on the system with one calculation. This feature is particu-
larly useful for large systems, such as nanotube and gra-
phene models [20–22]. In our earlier studies [1, 4–9, 15, 16]
and in more recent investigations of large carbon framework
systems [20–22], we have identified the locations of the

local surface minima, the IS;min , as sites with the most
reactive electrons, and thus those that are likely to be sites
for substitution or addition reactions.

In this study, we extended our analysis of I rð Þ to model
systems corannulene (2), two inverse Stone-Thrower-Wales
defect-containing models 3 and 4, and a nanotube cap model
5, all of which have one or more pentagons and which are
nonplanar. Coronene (1) has been included as a reference non-
defect-containing graphene model. To support our IS rð Þ pre-
dictions, we have computed the reaction energies for hydro-
genation at all of the interior carbon sites that have local

surface minima, IS;min, in the smaller models 1–3, and at the
most reactive interior carbons, identified as the positions of the

IS;min with lowest values, in 4 and 5. The reaction energies are

more negative as the IS;min at the site before hydrogenation is
smaller in magnitude (more reactive electrons).

The predictions given by our computed IS rð Þ are obtained
only by looking at the system before it reacts, and therefore do
not account for any stabilization or destabilization in forming
the hydrogenated product. In spite of this, we find good

relationships between ΔE and IS;min, both within a particular
framework such as 3 and in comparing the most reactive sites
in 1–5. This may be because the differences in the nonplanar-
ities of the sites before and after hydrogenation, as measured
by the summation of C–C1–C angles before and after hydro-
genation (Table 3), fall in a small range. The net result is that

the IS;min in models 1–5 are good indicators of the relativeΔE
for first hydrogenation. In regard to further hydrogenation, our

computed IS rð Þ for 1H–5H suggest that interior carbons
adjacent to the sites of first hydrogenation are the ones most
activated toward further addition; in models 3 and 4, these are
the sites of the other C1 carbons with high local curvature.

A practical finding that has emerged from this study is

that IS rð Þ computed on 0.001 au, 0.003 au and 0.005 au

contours of the electronic density yields results with similar
trends with respect to the sites and the magnitudes of the

lowest IS;min. This provides support for utilizing contours of
the electronic density yielding surfaces closer to the nuclei
than the 0.001 au in cases where such surfaces may aid
visualization, such as for sites for second or further addition.
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